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Abstract
Purpose – Many online transactions and digital services depend on consumers’ willingness to take privacy risks, such as when shopping online, joining social
networks, using online banking or interacting with e-health platforms. Their decisions depend on not only how much they would suffer if their data were
revealed but also how uncomfortable they feel about taking such a risk. Such an aversion to risk is a neglected factor when evaluating the value of privacy. The
aim of this paper is to propose an empirical method to measure both privacy risk aversion and privacy worth and how those affect privacy decisions.
Design/methodology/approach – The authors let individuals play privacy lotteries and derive a measure of the value of privacy under risk (VPR)
and empirically test the validity of this measure in a laboratory experiment with 148 participants. Individuals were asked to make a series of
incentivized decisions on whether to incur the risk of revealing private information to other participants.
Findings – The results confirm that the willingness to incur a privacy risk is driven by a complex array of factors, including risk aversion, self-reported value for
private information and general attitudes to privacy (derived from surveys). The VPR does not depend on whether there is a preexisting threat to privacy. The
authors find qualified support for the existence of an order effect, whereby presenting financial choices prior to privacy ones leads to less concern for privacy.
Practical implications – Attitude to risk in the domain of privacy decisions is largely understudied. In this paper, the authors take a first step toward
closing this empirical and methodological gap by offering (and validating) a method for the incentivized elicitation of the implicit VPR and proposing a
robust and meaningful monetary measure of the level of aversion to privacy risks. This measure is a crucial step in designing and implementing the practical
strategies for evaluating privacy as a competitive advantage and designing markets for privacy risk regulations (e.g. through cyber insurances).
Social implications – The present study advances research on the economics of consumer privacy – one of the most controversial topics in the
digital age. In light of the proliferation of privacy regulations, the mentioned method for measuring the VPR provides an important instrument for
policymakers’ informed decisions regarding what tradeoffs consumers consider beneficial and fair and where to draw the line for violations of
consumers’ expectations, preferences and welfare.
Originality/value – The authors present a novel method to measure the VPR that takes account of both the value of private information to
consumers and their tolerance for privacy risks. The authors explain how this method can be used more generally to elicit attitudes to a wide range
of privacy risks involving exposure of various types of private information.
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1. Introduction

Online services (including information search, e-commerce, e-
banking, online marketing and social media) rely heavily on the
collection, use and exchange of consumers’ personal
information. This opens many new business opportunities but
poses substantial risks to privacy, such as private information
disclosure, price discrimination, identity theft, stalking and
bullying.
Whenmaking privacy decisions, individuals weigh such costs

with benefits, such as service provision, convenience or
discounts. Companies also weigh clients’ privacy protection

with the loss of opportunities and revenue if they limit their use
of consumer data. Balancing those concerns is a major issue for
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companies and consumer protection agencies (Culnan and
Bies, 2003; Bennett and Raab, 2006).
Numerous empirical studies have attempted to measure the

value of personal information (Grossklags and Acquisti, 2007;
Tsai et al., 2011; Beresford et al., 2012). However, existing
measures do not consider situations where personal
information is revealed only with some probability, rather than
with certainty. Measures of aversion to risk in the privacy
domain are, therefore, largely lacking.
This is a problem because individual privacy decisions

depend on not only the value of the personal information itself
but also individual risk tolerance. Although a person may have
low valuation for their data, they may be very uncomfortable
about not knowing what will happen to it. Conversely, a person
may value privacy but may also be comfortable with
uncertainty.
We, therefore, propose a new, incentivized method for the

elicitation of the implicit value of privacy under risk (VPR). The
VPR takes account of both the worth of privacy and the level of
tolerance for privacy risks. It indicates how much people are
ready to pay to protect themselves from privacy threats. Our
measure has several advantages over existing measures. First, it
is incentivized, thus relevant in economic environments.
Second, it is implicit, as we infer the intuitive VPR from
behavior, instead of self-reported explicit values. Third, it
considers the value of not only keeping personal data private
but also risk aversion; both are crucial when making privacy
decisions, as privacy exposure follows a stochastic (random)
process.
We validate our method in a laboratory experiment with 148

participants and correlate our measure with established
measures of attitudes to privacy and risk. We find that
participants’ behavior is consistent with their level of risk
aversion, expressed privacy concerns, willingness to pay to
protect their information from disclosure and willingness to
accept payments to disclose their information. Our measure is
robust to the realistic scenario of a preexisting and unavoidable
risk of personal information disclosure. We discuss the
implications of our measure for policymakers and outline how
to apply it for decision scenarios involving various types of
privacy risks.

2. Related work

In this section, we review privacy considerations in marketing
and existing measures of privacy attitudes and explain how and
why ourmeasurementmethodology differs from those.

2.1 The role of privacy concerns inmarketing
Research in marketing shows that privacy concerns induce
consumers to limit their activity on the internet (Arnott et al.,
2007; Fang et al., 2017), reduce their intentions to purchase
online (Dinev and Hart, 2006; George, 2004; Goldfarb and
Tucker, 2011), undermine consumers’ trust in online vendors
(Camp, 2003), lower willingness to buy from them (Bart et al.,
2005; Schlosser et al., 2006) and decrease trust and click-
through rates (Bleier and Eisenbeiss, 2015; Tucker, 2014).
However, consumers’ behavior sometimes contradicts their

expressed privacy concerns (Point 1), and consumers also
derive advantages in exchange for their loss of privacy (Point 2).

Furthermore, firms can alleviate consumer concerns by
fostering trust, increasing perceived control and promoting
transparency in the use of data (Point 3).
Regarding Point 1, doubts have been raised about the

validity of privacy concerns, as consumers are often unwilling to
pay for online privacy protection (Shostack, 2003) or to give up
on discounts for personal data (Spiekerman et al., 2001). This
“privacy paradox” may be related to the endowment effect
(Kahneman et al., 1991), whereby willingness to pay (WTP)
for a good is lower than willingness to accept (WTA) payments
for that same good (Knetsch and Sinden, 1984). That may
explain why consumers are not ready to pay for privacy
protection while being unwilling to relinquish privacy.
Furthermore, Tsai et al. (2011) show that consumers are
willing to pay a premium for the products from websites with
added privacy protection. Other research in marketing
demonstrates a positive effect of transparency and control on
trust (and, subsequently, economic intentions), as those
mitigate privacy concerns (Milne and Culnan, 2004; Martin,
2015).
Regarding Point 2, consumers derive benefits (e.g. through

personalized offers, direct compensations, lower prices and free
services) that can outweigh and compensate for privacy
concerns according to the justice theory (Ashworth and Free,
2006; Culnan and Bies, 2003), the social contract theory
(Martin, 2015; Phelps et al., 2000) and the social exchange
theory (Lwin et al., 2007). Chellappa and Sin (2005), Hann
et al. (2007) and Gabisch and Milne (2014) give related
empirical evidence. This may however be largely driven by the
wish to reciprocate free services rather than by derived benefits
(Schumann et al., 2014)[1].
Regarding Point 3, fair information practices, transparency

and control can mitigate reactance, according to the justice
theory and the reactance theory (Bleier and Eisenbeiss, 2015;
Tucker, 2014; White et al., 2008). However, marketers need to
respect ethical considerations in relation to personal data
practices, regardless of economic outcomes (Ferrell and
Gresham, 1985; Lwin et al., 2007). Inducing consumers’ trust,
but then failing to be accountable for it, or violating it with
unfair information practices, is unethical. Increasing perceived
control to lull consumers’ vigilance may also lead to outcomes
contrary to their preferences due to the “control paradox”
(Brandimarte et al., 2012).
Given the abovementioned, privacy concerns continue to

matter for consumers and require fair compensation and
mitigation. Policymakers and companies need methods to
measure different aspects of privacy attitudes to make informed
decisions about how to fulfill consumers’ expectations and
preferences, promote welfare and design and implement
privacy regulations. Scholars and practitioners also need
measures of privacy values to advance the economic analysis of
privacy.

2.2 The existingmeasures of privacy attitudes
Individual privacy attitudes have been measured with surveys
and experiments. Some surveys examine attitudes and
responses to hypothetical scenarios that involve privacy
concerns – e.g. Westin’s Privacy Index (Westin, 1968) and
Internet Users’ Information Privacy Concerns (Malhotra et al.,
2004). Other surveys directly ask participants for their WTA or
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WTP to avoid revealing private information. Experiments elicit
privacy preferences based on individual behaviors. For
example, they offer participants a choice of purchasing a
product from the websites that request less and more personal
information (Tsai et al., 2011; Beresford et al., 2012; Egelman
et al., 2013) or of disclosing personal information in exchange
for rewards (Grossklags and Acquisti, 2007; Hann et al., 2007;
Acquisti et al., 2013).
We chose the indirect experimental approach over surveys

and direct elicitation for three reasons. First, Acquisti et al.
(2016) noted that stated preferences often differ from observed
behavior: people claim to care about privacy (Turow et al.,
2015), but they disclose personal information relatively freely
(Norberg et al., 2007). Prior research have provided evidence of
this so-called “privacy paradox” (Sutanto et al., 2013;
Taddicken, 2014). Preferences derived from observed choices,
even in the relatively artificial context of a laboratory
experiment, may thus better predict actual behavior than self-
reported attitudes to hypothetical scenarios. Second, direct
measurements of privacy attitudes (e.g. WTA/WTP) force
people to consciously choose answers. This is unreliable
because people may find it difficult to accurately and explicitly
assess risks and losses associated with privacy (Schwarz, 1999).
Graeff and Harmon (2002), Lewis et al. (2008) and Preibusch
(2013) indeed reported superior performance of indirect
methods over direct surveys in measuring privacy concerns.
Third, we incentivized answers, so that people consider privacy
outcomes in connection with economic tradeoffs and have to
balancemonetary gains and privacy loss.
Our method differs from existing methods by presenting a

risk of a loss of privacy instead of an immediate and certain
threat to privacy (Spiekerman et al., 2001; Shostack, 2003;
Grossklags and Acquisti, 2007; Hann et al., 2007). In real life,
people have to decide how much to invest to protect their
information from unspecified stochastic threats with uncertain
consequences. Preferences elicited in a context of threat
certainty may therefore not translate into actual behavior in a
risky situation, as it overlooks people’s level of tolerance for
privacy risks. We believe that the behavior of people confronted
with the risk of privacy loss is a more nuanced predictor of their
behavior in real life than their attitudes to sure privacy
outcomes.
The abovementioned reasons lead us to propose an implicit

assessment of the VPR.

3. Method

We present our experimental procedures and derive measures
of VPR. Supplementary material is available at https://osf.io/
pmqes/ and is referenced by sections S1 to S6.

3.1 Synthetic generation of a privacy concern
We synthetically generate a privacy concern by collecting the
name, surname and photos of our participants and combining
this information with answers to a preliminary questionnaire
about opinions on potentially sensitive topics, such as abortion,
illegal immigration and appropriate methods of birth
contraception (see S1). This private information remained
unknown to other participants in the room unless the outcome
of the experiment was to reveal it at the end. Our method is not

limited to the type of personal information used in this
experiment, and researchers are encouraged to apply the
method to different types of personal information and related
privacy risks and concerns.
The intraclass correlation coefficient among answers on the

preliminary questionnaire equals 0.56, proving that a large
proportion of participants expressed opinions that differed from
others, meaning that there was no universal truth or socially
preferable norm in the group. Thus, regardless of someone’s
expressed belief, about half of the participants in the laboratory
would disagree with it if that belief were revealed. We are not
concerned about whether one’s expressed opinion corresponds to
one’s truthfully held opinion, because expressed opinions, even
if untruthful, will contradict the opinions of some other people.
Thus, the risk of information disclosure generates a fear of being
shunned by some other people if one’s expressed opinions
contradict theirs (Noelle-Neumann, 1974)[2].
Several experimental studies synthetically produced personal

information to investigate privacy attitudes, e.g. using public
good game (Rivenbark, 2012), quiz (Grossklags and Acquisti,
2007) and logic test (Feri et al., 2016). Such methods suffer
from an overconfidence bias (Griffin and Varey, 1996),
whereby people tend to believe they belong to a group with a
test score above median. Our novel method overcomes this
disadvantage of using intelligence test scores. By covering
multiple contexts, we increase the probability to capture an
issue that is sensitive for an individual. Our method thus
induces a privacy concern without falling into issues with truth-
telling. Although the elicited information is sensitive in the
laboratory context, it cannot be misused to damage the
participants materially, which helps overcome legal constraints
in the collection, storage and use of personal information.

3.2 The elicitation of risk aversion
After collecting personal data, we generated privacy concern by
putting private information under the risk of disclosure to other
participants. To elicit risk aversion, we asked participants to
make choices between gambles in a variation of the multiple
price list (MPL) commonly used to elicit preferences in
experimental economics. MPLs are easy to understand for
participants and are incentive-compatible (Holt and Laury,
2002; Andersen et al., 2006). Participants were offered eight
lists, each requiring 11 decisions between safe options and risky
lotteries (see Tables I and II in S2). Payoffs were expressed in
experimental currency units (ECU), with 1 ECU= e0.1. There
were two types of lotteries: monetary lotteries that involved only
monetary payoffs, which the participant would receive with a
certain probability, and privacy lotteries, which in addition to
monetary rewards involved a certain known risk of personal
information revelation to other experimental participants.
Subjects were asked to indicate the option they preferred to
play for every row (see example in Figure 1). The order of
MPLs, within each task, was randomized.
In each row, the participants had to choose between a safe

payoff x and a lottery L. Lottery L offers monetary payoff y,
reduced by c with probability 1 � p (in monetary lotteries) or
combined with disclosure of personal information with
probability 1 � p (in privacy lotteries)[3]. Values of x, y and p
were the same inmonetary and privacy tasks.
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We kept the probability of loss fixed at 30 per cent[4] and not
lower to avoid the issue of probability weighting, whereby low
probabilities are overweighted (Tversky and Kahneman,
1992). We chose to vary the safe payoff across rows rather than
probabilities of a loss because comparisons of monetary payoffs
are easier for participants than comparisons of probabilities.

3.3Measure of financial risk aversion
We measure financial risk aversion by calculating the rate of
return (“ror”) required by each participant to choose the lottery
rather than the safe payoff. If a participant is indifferent
between safe payoff xkj and lotteryLk = (y, p; y� c, 1� p) in row
j [ [1,11] of table k [ [1,4] –where y is a monetary payoff, which
is reduced by c with probability 1 – p – then xkj·(11 rorkj = yk ·
p 1 (yk � ck)·(1� p). Therefore, the participant requires a rate
of return of:

rorkj ¼
yk � p1 yk � ckð Þ � 1� pð Þ � xkj

xkj
(1)

We first compute rorkj for each row of each MPL in a monetary
task. Then we identify the indifference point as the row
participant i switches from the safe to the risky option and use the
midpoint of the relevant interval of rorik as a measure of the
participant’s financial risk aversion (see Table III in S2). We also
compute rori , the average individual ror across all MPLs in the
monetary task. With ourMPLs in the monetary task, we are able
to obtain an estimate of the risk premium even for high or low
values of ror (between�32 per cent and 100 per cent)[5].

3.4Measure of value of privacy under risk
We measure the value of privacy under risk (“VPR”) as an
implicit monetary equivalent of the (dis)utility of the risk of
personal information disclosure for a risk-neutral participant.
Closest to our measure of VPR is the notion in the work by
Hirschprung et al. (2016), which defines privacy value as “the

value of the benefits at the equilibrium point, when an
individual is indifferent to the information disclosure.” Our
measure of VPR is an indicator of participants’ combined
aversion to both risk and personal information disclosure,
because their choices between lottery and safe options take
account of both their individual risk tolerance and their value of
privacy.
If a risk-neutral participant is indifferent between safe payoff

xkj and privacy lottery Lk = (y, p; y � VPR, 1� p) in row j [
[1,11] of table k [ [5,8] – where y is a monetary payoff,
accompanied by probability 1�p of information disclosure –

then xkj= yk · p1 (yk�VPRkj) · (1� p). Thus:

VPRkj ¼ yk � xkj
1� p

(2)

Using equation (2), we compute an interval estimate of VPRik

implied by individual switching points in the MPL of the
privacy task (see Table IV in S2)[6]. We also compute VPRi ,
the average individualVPR acrossMPLs.
With our MPLs in the privacy task, we can measure VPR

between 150 ECU (e15) and �100 ECU (�e10). Positive and
negative values of VPR represent disliking and enjoying the risk
of personal information disclosure, respectively. Note that the
VPR is not a monetary equivalent of privacy loss but of the risk
of such a loss. In other words, VPR combines the individual’s
perceived value of privacy and his level of aversion to risk –

participants who are more risk-averse and participants who
value privacy more have higher VPR. (Although outside of the
scope of this paper, further research should disentangle those
two aspects of decision under privacy risk.)
We also measure privacy attitudes from survey responses

[WTA, WTP, general privacy concerns, index of online
information revelation, Privacy Index (Westin, 1968), online
social network used, online privacy settings and self-disclosure
index]. We also elicit a risk index reflecting general and
domain-specific risk aversion, a trust index and
sociodemographic indicators (see S3). An index of conformity to
the opinion of others in the preliminary questionnaire (average
percentage of participants who agree with one’s opinion,
summed over all questions) accounts for a possible exacerbated
privacy concern for those participants whose opinion does not
fit with themajority.

3.5 Experimental procedures
We conducted our experiment at the University of Trento,
upon approval by the institutional review board[7]. We
recruited 148 participants, in groups of 15-21 participants per
1-h session, among undergraduate students. The demographic
characteristics were similar across all sessions, with 66 per cent
male participants and 94 per cent between the age of 18 and 25
years (see S3). On average, the participants obtained e8.83 per
person, including a e3 show-up fee.
When invited to participate, the subjects were not told that

the scope of the study was related to privacy. After reading
about the potential revelation of personal information, the
participants were given a chance to withdraw from the study
without losing the show-up fee. All decided to participate and
signed a consent form. We then took photos of the participants
and let them answer the preliminary questionnaire. We

Figure 1 Example of an MPL in the privacy task
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guaranteed them that their photos would be deleted after the
session and that their answers were anonymized.
After reading the instructions (see S5) and passing a

comprehension test, the participantsmade a sequence of binary
choices between safe and risky options in two types of lotteries:
monetary lotteries that imply changes in monetary outcome,
and privacy lotteries that imply the disclosure of personal
information. The participants played either monetary or
privacy lotteries first.
Eventually, the participants answered a final questionnaire

about the experiment, demographics, attitudes towards
privacy, risk, self-disclosure, fairness, trust and WTA/WTP for
their personal information (see S3).
At the end of each session, the participants separately came

to the experimenter and one of the participants’ decisions in the
experiment was implemented. A dice roll decided the
probabilistic outcome. If personal information had to be
disclosed to other participants, then the participant stood in
front of the audience in the lab and the experimenter verified
his name and surname from the ID card and announced it
aloud. Other participants saw on the screen the participant’s
photo and his answers in the preliminary questionnaire, along
the fraction of participants who answered differently, to
emphasize differences in opinions.

4. Results

There were 70 participants in the privacy lotteries first condition
group and 78 participants in themonetary lotteries first condition
group. In 95.86 per cent of the cases, the participants switched
from the safe to the risky option in the MPLs once,
demonstrating consistentmonotonic preferences[8].

4.1 Value of privacy under risk
Average VPR for the participants for whom it was observed (90
per cent of the total) was 25 ECU (e2.5), whereas mean WTA
was e16.1 and mean WTP was e1.9[9]. Table AI summarizes
the estimations of privacy value under risk, and Figure A1
shows their distribution.
Of the 148 participants, 49 participants (33 per cent) had

VPR ¼ 5 ECU (e0.5); those participants systematically
decided based only on expected monetary payoffs. They are
thus indifferent to the risk of personal information disclosure.
Another 94 participants (64 per cent) had VPR > 5 ECU
(privacy protective), of which 14 never took any privacy risk
(VPR > 150 ECU)[10]. Finally, five participants (3 per cent)
had VPR < 5 ECU (privacy risk loving). There were no
participants who always chose the risky option (VPR < �100
ECU).
The majority of our participants were thus averse to privacy

disclosure, a large minority was indifferent and a small minority
enjoyed privacy disclosure[11].
Most of our participants were not comfortable with personal

information disclosure, and they chose safe options in privacy
lotteries at least some of the time, demonstrating the presence
of privacy concerns. However, some appeared willing to make
their personal information and opinions public. This may
reflect differences in goals, attitudes, personality traits and
other factors (Correa et al., 2010). This minority tendency to
disclose is consistent with the use of social media and could be

especially prevalent for the active users of such technologies,
extensively present in the population of students and,
consequently, in our sample.

4.2 The drivers of the value of privacy under risk
We test the drivers of the VPR by specifying two models for
regression analysis. The firstmodel relatesVPR and ror:

VPRi ¼ b 0 1 b 1 � rori 1 b 2 �Orderi 1 . . . 1 « ik (3)

where VPRi is average VPR for individual i across tables k [
[5,8], except if the individual always choses Option A (right-
censoring, VPRi > 150 ECU) or always choses Option B (left-
censoring, VPRi < �100ECU). Further, rori is average ror for
participant i from his choices in tables k [ [1,4][12]. Orderk
takes value 0 if monetary tasks appeared before privacy tasks,
and 1 otherwise.
To test the robustness of our results, we test a second

regression model, where we use the number of safe choices in
privacy lotteries as the dependent variable and the average
number of safe choices made in the monetary lotteries, instead
of rori , as an independent variable:

safe privacyik ¼ b 0 1 b 1 � safemonetaryik 1 b 2 �Orderi 1 b 3

� Tablek 1 . . . 1 « ik

(4)

whereby safe privacyik is the number of safe choices made by
individual i in privacy MPL k [ [5,8] and safemonetaryik is the
average number of safe choices made by individual i in
monetary MPLs. Orderi takes value 0 if the monetary task
appeared before the privacy task, and 1 otherwise; Tablek is a
control for differences in the number of safe choices across
tables. To estimate the second model, we run panel random-
effects interval regressions, taking into account right- and left-
censoring (when a participant always chooses Option A or
Option B in a givenMPL).

4.2.1 The relation between financial and privacy risk aversion.
Our regressions show that the rormeasure of aversion to risk in
monetary tasks is a significant positive predictor of VPR
(Table AII). We find the same positive significant relation
between the number of safe choices in monetary and privacy
lotteries (Table AIII). Thus, the participants who are more risk-
averse in monetary lotteries are also more risk-averse in privacy
lotteries; someone who is unwilling to take a risk involving a
monetary loss will be also generally unwilling to take a risk
involving a privacy loss.

4.2.2 The relation between explicit privacy attitudes and implicit
values of privacy under risk
Higher WTA and WTP predict higher VPR, whereby VPR
increases by an average of 0.5 ECU (e0.05) for every euro
increase in WTA and by an average of 2 ECU (e0.20) for every
euro increase in WTP (Table AII). There is, therefore, a
relation between our implicit measure of privacy risk aversion
and explicit measures of valuations for privacy, but that relation
is rather weak.
Other factors that relate to VPR are past experiences of

privacy violation, general privacy concerns and whether one is a
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Westin’s fundamentalist. None of the sociodemographic
characteristics influences privacy decisions, except being a
foreigner (non-Italian), which increases the number of safe
choices made in privacy lotteries. This can be related to cultural
differences, the potentially higher uncertainty among foreigners
regarding sensitive opinion distribution in Italy or generally
lower self-confidence related to being a national minority.
These findings confirm that the participants who express

more concern for privacy and/or express higher values for
protecting their private information are also less likely to take
the risk of having to reveal private information[13].
Regarding contributions of privacy attitudes and financial

risk preferences to explaining the VPR, the McFadden’s
pseudoR2 of our full model is 10.7 per cent forVPR regressions
and 8.9 per cent for safe choice regressions. Of this, about 40
per cent is contributed by measures of risk attitude in monetary
lotteries, 40 per cent by WTA/WTP and the rest by survey
measures of privacy attitudes and sociodemographic variables.
Those numbers indicate the relative importance of the risk and
privacy loss aspects of privacy risk.
Overall, the participants who are more risk-averse than

others when faced with monetary lotteries are also more risk-
averse than others when faced with privacy lotteries. The
participants who express more concern for privacy and who are
ready to pay more to protect it, or who require more money to
reveal it, are less likely to take a risk in privacy lotteries.

5. Robustness to order effect and preexisting
threat

We test the robustness of theVPR to:
� the order of elicitation of monetary and privacy risk

attitudes; and
� the inability to avoid incurring any privacy risk.

The first issue is important for experimenters, as they have to
choose what attitude to elicit first, and the order of elicitation
may impact how participants perceive the tasks. The second
issue is important for policymakers, as they are interested in
eliciting attitude to privacy risks that the population is already
exposed to.

5.1 Order of elicitation
In our experiment, we presented privacy lotteries first for some
participants (N = 70) and monetary lotteries first for the others
(N = 78). The order of elicitation can matter because theories
of selective information processing state that focus on a primary
task reduce attention to a secondary task (Kahneman, 1973).
The emphasis on monetary values could drive attention away
from the evaluation of the utility of maintaining personal
information private. The latter could be even considered as
irrelevant for decision-making when the financial context is set
up in advance and perceived as more salient (Broadbent,
1957). Moreover, due to immediacy effects (Prelec and
Loewenstein, 1991), the participants may make more privacy
protective decisions right after answering private questions.
The time delay between answering the sensitive questions in
the opinion survey and putting these responses under risk of
disclosure is longer when the privacy lotteries are played after
the monetary lotteries. Adjerid et al. (2013) found that the
15 second delay between demonstration of privacy notice and

disclosure decisions was sufficient to distract participants and
mute the perception of risk.
Statistical tests and cumulative distribution function show a

significant order effect in the privacy task: participants made
more safe choices in the privacy lotteries and had higher VPR
when the privacy tasks appeared before themonetary tasks[14].
Similarly, more participants took only safe alternatives in
privacy lotteries when the privacy task appeared first (20 per
cent) than when the monetary task appeared first (12 per cent)
[15]. Fewer people (25 per cent) behaved as if they had value
for privacy close to zero when privacy lotteries appeared first
(25 per cent) than when monetary lotteries appeared first (36
per cent)[16]. Thus, the willingness to protect personal
information from the risk of revelation increases when those
decisions are made before decisions involving risk of a
monetary loss.
Although cumulative distribution function and statistical

tests show that VPR is higher when privacy tasks appear first,
coefficients on this condition dummy in regressions
(Appendix 2) are not consistently significant. However, we find
that the relation between VPR and ror is stronger when the
privacy task appeared first (Figure 2). This suggests that when
the privacy tasks appeared before the monetary ones, then
decisions in the privacy task were more closely driven by risk
aversion.

5.2 Preexisting risk to privacy
We also tested the effect of introducing an unavoidable risk of
revelation of personal information, independent of the choice
to incur privacy risks in the experiment. Prior research has
identified control (or the lack thereof) as an important driver of
risk aversion and behaviors (Slovic, 2000). Individuals deprived
of control are reluctant to exert effort to achieve a desirable
outcome (Hopstaken et al., 2015). People who lost control over
personal data may feel it is futile to protect it and disengage
from privacy decisions (Choi et al., 2018).
In our experiment, we tested the effect of reducing control

over the release of personal information by running a treatment
with the possibility of a “privacy shock” (N = 67) along with a
treatment without such a privacy shock (N = 81). We crossed
this treatment with the order of elicitation in a 2 � 2 treatment
design (see Table VI in S6). In the shock treatment,
participants were told before the experiment that there was a 21
per cent probability that their information will be revealed to
others irrespective of their decisions in the laboratory. Such
possibility of a privacy shock reflects a real-world externality of
data trading: Data subjects do not have full control over their
personal information because the possibility of a data breach
depends on not only their behavior and choices alone but also
the vulnerabilities of companies’ security systems (Feri et al.,
2016). Statistical tests and cumulative distribution function
show no significant effect of introducing a privacy shock:
Participants made the same number of safe choices in the
privacy lotteries and had the sameVPR[17].
Thus, the introduction of a privacy shock does not lead

people to change their attitudes toward personal information
protection. Even when losing complete control over personal
information, people keep on considering the level of risk that
remains under their control in a similar way as if they had full
control over whether to incur this risk.
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6. Conclusion

We presented a novel method for the implicit elicitation of the
VPR. Our method is based on observed behavior instead of
surveyed attitudes; it is incentivized and involves a probabilistic
risk to privacy. In a laboratory experiment, 148 participants
chose between sure monetary payoff and lotteries of two types:
monetary lotteries elicited financial risk preferences, whereas
privacy lotteries elicited the willingness to protect personal
information.We found a positive relationship between financial
and privacy risk aversion. Willingness to protect personal
information is driven at least in part by risk aversion rather than
by differences in values for personal information and privacy
attitudes. Further research is needed to test how well intentions
correlate with actual decisions to jeopardize or protect private
information. Already, however, we showed that our measure
correlates with reported attitudes to risk and privacy andWTA/
WTP for privacy protection.
We make further methodological and practical

contributions:
� First, our method to synthetically elicit privacy concerns

overcomes the shortcoming of other synthetic concern
generation methods.

� Second, we propose a novel technique for the implicit
elicitation of the VPR. This method is incentive-
compatible and implies more intuitive decisions for the
participants than direct calculation of the value of personal
information, which is less readily cognitively available.

� Third, we find qualified support for the existence of an
order effect: presenting privacy choices prior to financial
ones leads to more privacy-protective behavior. We
discussed potential interpretations in Section 5.1.

� Fourth, we find that taking away full control over one’s
personal information does not change willingness to incur
privacy risk. Thus, the VPR can be measured accurately
even if participants’ personal information is already
jeopardized by factors out of their control, for example, if
they have provided information to a company or other
entity and are therefore already exposed to a privacy risk.
This property is especially useful when running natural
and field experiments.

We encourage further work to study privacy risk aversion and
quantify consumer welfare losses incurred because of risk
exposure in various scenarios. Our approach can be applied to
different types of private information and risks, including risks
with remote rather than immediate consequences (e.g.
unauthorized sharing with third parties, use for unsolicited
targeted marketing, fraud, price discrimination when
calculating insurance premiums). Because exposing individuals
to a real risk of losing private health, financial or social network
information may not be ethically feasible, researchers may use
our incentivized lottery-based method for vignette studies with
hypothetical scenarios of privacy loss, associated risks and its
likelihood of occurrence. Finally, researchers could vary the
means by which privacy protection is achieved (the safe options
in privacy lotteries) and its price. This may involve purchasing a
cybersecurity insurance, using privacy-enhancing technologies
or using software for data protection. Such measures of privacy
risk aversion would be useful for policymakers when surveying
public opinion, evaluating existing policies (e.g. whether
current regulations address consumers’ concerns) and making
decisions about privacy regulations and consumer protection.
Surveying privacy risk aversion and the VPR can also serve a
practical role when computing privacy insurance premiums,
deciding what privacy insurance should cover and when doing
comparative studies of factors affecting privacy risk tolerance.

Notes

1 See Martin and Murphy (2017) and Milne (2015) for a
review of other organizational privacy models, the impact
of privacy regulation on economic outcomes and other
roles of privacy in marketing.

2 Due to counter-conformity motivation (Tian et al., 2001),
some people may prefer to avoid conformity with popular
opinions. However, due to randomization, the proportion
of such people between conditions is equal, canceling out
the impact of this factor on treatment effects.

3 Variable c took a negative value in one of the tables, to
consider how participants respond to the probability of a gain.

Figure 2 Scatter plot of ror and VPR by order of elicitation, with prediction line of linear regression and 95 per cent confidence interval for forecast
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4 We chose 30 per cent, because 50 per cent probability of
personal information disclosure is unrealistically high for
the privacy risk domain. The same level of risk was used in
the study by Hirschprung et al. (2016).

5 Adopting the idea that back-and-forth switching behavior
could be the result of indifference, we use the mean value
between the lower bound of the first switch and the upper
bound of the last switch in MPL (Andersen et al., 2006). If a
participant never switched in an MPL, then we consider the
level of ror unobserved. If a participant never chose Option B
in any MPL, then his ror > 100 per cent. If a participant
always chose Option B, then his ror<�32 per cent.

6 In case of multiple switching, for VPR, we use the mean
value between the lower bound of the first switch and the
upper bound of the last switch inMPL.

7 See a more detailed description of the experimental
procedures in S4.

8 This is similar to observations in the study by Holt and
Laury (2002). All the results were robust to exclusion of
observations from the participants who switched more
than once.

9 Mean WTA/WTP exclude outliers more than two
standard deviations from the mean.

10 The situations, when participants always chose safe
options over privacy lotteries, indicate either right-
censored privacy risk values or the view of privacy as a
fundamental human right, with no price high enough to
compensate for the privacy loss.

11 This contrasts with WTA/WTP, which were all higher
than or equal to zero. Future experiments on privacy
should make participants aware of possibility to express
willingness to disclose personal data rather than assuming
that all participants are unwilling to disclose.

12 Because three participants always avoided financial risk
(rori > 100%), meaning that their level of risk aversion is
not observed, we also include in our regressions a dummy
highly risk averse, which is equal to 1 if rori > 100%, and
equal to 0 otherwise. Formally, our regression is therefore
of the form VPRi ¼ b 0 þ b 1 � rori � 1 rorið < 100%Þ þ b

0
1

�1 rori > 100%ð Þ þ b 2 �Orderi þ � þ« ik:

13 The results are robust when considering the number of
safe choices in privacy lotteries (Table AIII).

14 Tests of the difference in the number of safe choices (and
VPR in parentheses): Wilcoxon p = 0.01 (0.028), t-test p =
0.01 (0.03); Kolmogorov–Smirnov corrected p = 0.04
(0.10); ANOVA b = 0.77 (5.53), p = 0.02 (0.06);
Kruskal–Wallis p = 0.01 (0.03). NID = 148; Nobs = 592
(375). Power = 0.66 (0.45).

15 Excluding MPL 4, proportion test p = 0.01. Pearson
x2 (1) = 5.32 (p = 0.021). Power = 0.63.

16 Two-sample test of proportions: p = 0.00. Power = 0.83.

17 Tests of the difference in the number of safe choices (and
in VPR in parentheses): Wilcoxon p = 0.84 (0.41); t-test
p = 0.9996 (0.91); Kolmogorov–Smirnov corrected p =
0.99 (0.79); ANOVA b = �0.0002 (�0.30), p = 1.00

(0.91); Kruskal–Wallis p = 0.84 (0.41). N = 592 (375).
Power = 0.05.
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Appendix 1. Summary statistics

Table AI Measures of risk aversion (in %) and (dis)utility of personal information disclosure (in Euros)

ror VPR WTA WTA (excluding outliers) WTP
WTP

(excluding outliers)

Min �11% �1.17 0 0 0 0
Max 41% 12.50 1,000 200 1,000 30
Mean 11% 2.52 36.20 16.12 10.00 1.92
Std. deviation 10% 2.89 141.84 25.33 83.67 4.85
N 145 134 147 144 148 146

Figure A1 Distribution of VPR, WTA and WTP
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Appendix 2. Regressions
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